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Abstract
Two optical techniques were developed and combined with a CFD simulation to obtain spatio-
temporally resolved information on air/fuel mixing in the cylinder of a methane-fueled, fired, optically 
accessible engine. Laser-induced fluorescence (LIF) of anisole (methoxybenzene), vaporized in trace 
amounts into the gaseous fuel upstream of the injector, was captured by a two-camera system, 
providing one instantaneous image of the air/fuel ratio per cycle. Broadband infrared (IR) absorption 
by the methane fuel itself was measured in a small probe volume via a spark-plug integrated sensor, 
yielding time-resolved quasi-point information at kHz-rates. The simulation was based on the 
Reynolds-averaged Navier-Stokes (RANS) approach with the two-equation k-epsilon turbulence 
model in a finite volume discretization scheme and included the port-fuel injection event. Commercial 
CFD software was used to perform engine simulations close to the experimental conditions. 
Experimentally, the local gas temperature influences both LIF and IR measurements through the 
photophysics of fluorescence and IR absorption, respectively. Thus, in advances over previous 
implementations, both techniques also measured temperature and used this information to improve 
the accuracy of the measured air/fuel ratio. In the vicinity of the IR sensor, the local temperature 
deviated significantly from the bulk-gas temperature due to heat transfer. This was consistent with 
results of LIF measurements and CFD simulation. The simultaneous application of the two different, 
but complementary optical techniques together with a simulation gave detailed insight into mixture 
formation in the port-fueled engine. It also allowed for a cross-check of the uncertainties associated 
with the experiments as well as the simulation.

© 2018 LaVision GmbH; Published by SAE International. This Open Access article is published under the terms of the Creative 
Commons Attribution License (http://creativecommons.org/licenses/by/4.0/, which permits use, distribution, and reproduction 
in any medium, provided that the original author(s) and the source are credited.
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Introduction

Air/fuel mixing in internal combustion (IC) engines 
affects ignition, combustion, and pollutant formation. 
Not only in spark-ignited (SI) direct-injection (DI) 

engines, but even in engines with port-fuel injection (PFI), the 
injection parameters influence mixture formation in the 
cylinder and the mixture may not be homogeneous at ignition. 
Therefore, much previous work has investigated air/fuel 
mixing. Experimentally, laser-based imaging in single-cylinder 
research engines with large windows has proven to be very 
useful for this purpose. However, experiments in such “optical” 
engines have two major drawbacks. First, optical engines are 
often significantly modified from the production engine, 
cannot operate over the full load-speed range, and are resource-
intensive facilities. Second, like every experiment, also optical 
measurements can only access a small subset of the physically 
relevant quantities. Already the simultaneous acquisition of 
two quantities is challenging. To address the first issue, imaging 
through endoscopes [1, 2] or, even less invasive, point-like 
measurements via single-port probes have been employed. The 
second drawback applies much less to multidimensional simu-
lations, which supply information on many quantities 
throughout the entire computational domain. However, - as in 
fact in the data evaluation of experiments - simplifying assump-
tions need to be made, potentially reducing the accuracy of the 
results. Since all these techniques for examining air/fuel mixing 
(and other in-cylinder phenomena) have their unique draw-
backs, but also complement each other, the current work 
applied them together in the same optical engine.

Laser-induced fluorescence (LIF) of a “tracer” added in 
small amounts to a non-fluorescing surrogate fuel has become 
the tool of choice to image mass and heat-transfer phenomena 
in IC engines [3]. Most work pertains to liquid fuels with exci-
tation by a pulsed UV laser where it is relatively straightforward 
to obtain sufficient LIF signal for qualitative visualization of 
the fuel. Image quantification is much more challenging, 
because fluorescence depends on pressure, temperature, and 
bath gas composition. In general, only pressure is known in 
the cylinder. However, under certain conditions, the LIF signal 
is proportional to the local ratio of the concentrations of tracer 
and oxygen. Thus, the (calibrated) signal can be directly inter-
preted as the local fuel/air ratio (FAR), which often is exactly 
the quantity of interest. This “FARLIF” approach, discussed in 
more detail in a section below, was first proposed by Reboux 
et al. [4] and has been applied in different variations by others 
since [5, 6, 7]. However, depending on the tracer, FARLIF can 
become inaccurate for high temperatures and residual gas frac-
tions [8], and even when applicable, temperature still influences 
the result. Temperature can also be measured by LIF, in partic-
ular by exploiting a change of the excitation or emission 
spectrum via two-color measurements [9, 10, 11, 12, 13]. 
However, the low sensitivity of these two-color ratiometric 
methods negatively impacts precision.

Less frequently, tracer LIF has been used with gaseous 
fuels in optical engines. A general challenge is that almost all 
fluorescent tracers are liquid at room temperature. Thus, at 

the elevated pressures upstream of the gas injector, only very 
low concentrations can be evaporated into the gaseous fuel, 
severely limiting the LIF signal strength. Nevertheless, quali-
tative visualizations of the fuel distribution in a methane-
fueled engine were performed by Medaerts et al. [14] and 
Rubas et al. [15]. Quantitative LIF imaging of the fuel concen-
tration in a motored hydrogen-fueled engine is documented 
in [16, 17, 18]. At 100 bar fuel pressure, the concentration of 
the highly volatile tracer acetone was only 0.25 vol%. These 
measurements were also compared to CFD simulations, 
showing that fuel dispersion was underpredicted by the simu-
lation. Kirchweger et al. [19] used triethylamine (TEA) fluo-
rescence to quantitatively determine the equivalence ratio via 
the FARLIF approach. However, local temperature differences 
between the measurement and the reference field could not 
be accounted for. More recently, Friedrich et al. analyzed the 
mixture formation in a CNG-DI engine by simultaneous 
imaging of TEA fluorescence and IR absorption [20] as well 
as TEA fluorescence and particle image velocimetry [21]. They 
showed the efficacy of TEA for quantifying the equivalence 
ratio. Local variations in temperature were not accounted for, 
and IR absorption was used for qualitative visualization of 
the methane distribution.

The objective of the LIF imaging in this work is to provide 
quantitative two-dimensional measurements of the air/fuel 
(or fuel/air) ratio in a fired, methane-fueled engine. The two 
major challenges are the low signal level and the influence of 
the local temperature on the signal. The former is addressed 
by selection of anisole as a tracer, which is novel for gaseous 
fuels. The local temperature is determined utilizing two-color 
thermometry and this information is used to correct the 
FARLIF-based measurement of the local equivalence ratio.

In the past, various optical probes based on infrared (IR) 
absorption have been used to determine fuel concentration, 
residual gas concentration, and temperature inside the 
cylinder of SI engines [22, 23, 24, 25]. In the case of CNG-fueled 
engines accurate quantification can be difficult due to pressure 
and temperature changes over the cycle. The IR spectrum of 
methane, the main component of CNG, consists of distinct 
spectral lines that are affected by pressure broadening and the 
temperature-dependent distribution of rotational states. Thus, 
narrowband detection methods are very sensitive to environ-
mental influences. The measurement system we use in this 
work is based on non-dispersive infrared (NDIR) absorption 
spectroscopy. This method has been applied in gasoline 
engines using empirical models and requiring in situ calibra-
tion [23, 26]. Because of the structural simplicity of the 
methane molecule, quantification of NDIR absorption spec-
troscopy based on physical rather than empirical approaches 
is possible [27, 28]. The method deployed here is based on 
dual-band detection and modeling of the ν3 anti-symmetric 
C-H stretch absorption band of methane (CH4) located around 
3.3 μm, allowing the simultaneous determination of fuel 
concentration and gas temperature inside a small measure-
ment volume in the vicinity of the spark plug.

For CFD simulations the prediction of mixing of two gas 
phases is challenging, especially in the context of industrial 
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applications with the demand for short simulation times. 
Recent studies showed acceptable simulation results compared 
to optical measurements of methane injection by application 
of the numerical high-resolution method large-eddy simula-
tion (LES). But the RANS approach has the potential for useful 
results while enabling shorter “wall time” [29, 30, 31, 32, 33]. 
Thus, the experimental techniques developed in this work were 
compared to results from CFD simulating mixture formation 
in the engine at a moderate cost level with a commercial code.

In this article, we first discuss the engine experiment and 
the essential features of each experimental technique and the 
simulation. Typical results are then first discussed separately, 
but the main idea of the article is to compare simultaneous 
LIF imaging and IR absorption measurements. Additionally, 
the experiments are compared to the CFD simulation, which 
in particular gives insight into experimental artifacts associ-
ated with heat transfer and extends the spatial domain beyond 
what can be examined via the spark plug probe and imaging 
through the cylinder window.

Experiment
Engine
The experiments were performed in an optically accessible 
single-cylinder engine at Volkswagen’s corporate research 
center. Engine parameters and operating conditions are 
summarized in Table 1. (The crank angle convention in this 
article assigns 0°CA to combustion top-dead center (TDC), 
i.e., crank angles during intake and compression are negative.) 
The crank-angle resolved pressure was measured in intake, 
exhaust, and cylinder at 90 kHz sampling frequency, while 
intake and exhaust temperatures were measured at 4 Hz.

The custom engine head was typical for a four-valve 
spark-ignition engine, with the pent roof and the cylinder 
sleeve as well as the piston partly made from fused silica. This 
enabled optical access to the top 55 mm of the stroke and the 
pent-roof combustion chamber. A fused silica window 
(diameter 65 mm) in the flat piston top provided additional 
optical access via a Bowditch-type piston extension and a 
45°-mirror. The IR absorption sensor with its integrated spark 
electrode was mounted in the centrally located M12 spark-
plug bore.

The engine was fueled with methane of 99.995% purity 
(grade 4.5) seeded with anisole (methoxybenzene, C7H8O, 
boiling point 154°C) for LIF imaging. Experiments in a metal 
engine at full load and high boost had shown that the concen-
tration of anisole used here did not lead to abnormal combus-
tion like knocking or pre-ignition. The photophysical aspects 
of anisole as a tracer are discussed below. To mix the gaseous 
fuel with the normally liquid tracer, a high-performance liquid 
chromatography (HPLC) pump metered anisole into the 
nozzle of a carburetor-like evaporator upstream of a pressure 
vessel. This allowed keeping the anisole concentration constant 
for different fuel flows when operating the engine at different 
speeds. The methane flowing through the evaporator’s Venturi 
nozzle was slightly pre-heated to 30°C and its mass flow 
controlled to maintain a pressure of 7 bar in the vessel. The 
vapor pressure of anisole at 30°C is 6.8 mbar, corresponding 
to a volume fraction of 0.1% at 7 bar. To prevent condensation, 
the anisole flow was controlled to 0.07% by volume (0.5% by 
mass) in methane. For comparison, in previous engine experi-
ments with liquid fuel, 2.5 vol% anisole in isooctane were 
used, the limitation being excessive laser absorption for higher 
concentrations [34, 35].

The fuel pressure was regulated down to 5 bar before the 
fuel was mixed with the mass-flow controlled intake air flow 
by one of two possible procedures. A controller calibrated for 
methane provided a well-known fuel mass flow that was 
continuously injected far upstream of the engine into a 
Venturi-type flow constriction. Mixing was further promoted 
by four static mixing elements downstream of this injection 
point. The air/fuel mixture is expected to enter the combustion 
chamber spatially and temporally homogeneous, and thus 
allows computing a “global” air/fuel ratio λglobal. The calcu-
lated λglobal was verified by an exhaust gas analyzer. This air/
fuel-mixing procedure was used for calibration purposes. 
Alternatively, for the actual mixing measurements, a commer-
cial CNG injector (Bosch NG 2) injected the fuel into the 
intake pipe close to the engine (see Figure 9). This is similar 
to current production engines, where port-fuel injection (PFI) 
is implemented. For the PFI measurements the exhaust gas 
analyzer determined the injection duration that yielded the 
desired mean λglobal. Several injection timings and air/fuel 
ratios were investigated, but since the results are similar as far 
as an assessment of the diagnostic techniques is concerned, 
this article reports on a single operating point at 1500 rpm 
with stoichiometric air/fuel ratio (λglobal = 1) and an intake 
pressure of about 780 mbar. Ignition at −10°CA resulted in an 
indicated mean effective pressure (IMEP) of 4.4 bar with a 

TABLE 1 Engine parameters and operating condition.

Engine 4 valves, pent-roof

Cylinders 1

Compression ratio 8

Displacement 374 cm3

Bore/stroke 74.5 mm/85.9 mm

Speed 1500 min−1

Fuel CH4 + 0.07 vol% anisole

Intake oxygen conc. 21% (air)

Intake pressure 780 mbar (absolute)

λ global 1.0

IMEP 4.4 bar

Intake valve opens −334°CA

Intake valve closes −184°CA

Exhaust valve opens 167°CA

Exhaust valve closes 347°CA

Start of injection 290°CA

End of injection −334°CA

Ignition timing −10°CA©
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peak pressure of 21 bar. The engine was fired for about 50 
cycles before starting the optical measurements, which were 
then also performed in continuously fired operation.

Tracer-LIF Imaging
Fuel-Air LIF For weak excitation at a given wavelength 
and low tracer number density, the detected fluorescence 
 signal S is given by the linear relation:

 S I Vn p T T T p ni= ( ) ( ) ( )laser tr abs fl, , ,s f hW , Eq. (1)

where Ilaser is the incident laser intensity, V the probe 
volume, ntr the tracer number density, σabs the absorption 
cross-section, ϕfl the fluorescence quantum yield (FQY), and 
Ω as well as η are the collection and quantum efficiencies of 
the detection system, respectively. Apart from the desired 
quantity ntr (proportional to the fuel number density), also 
the pressure p, the temperature T, and the number density of 
all bath-gas species ni potentially influence the LIF signal. In 
the engine, only the pressure can be measured easily, while 
local temperature and composition are unknown, the former 
primarily because in fired operation residual gas mixes with 
the fresh charge.

For most aromatic fluorophores, the important bath-gas 
species is oxygen. Quenching by oxygen significantly reduces 
the FQY of aromatic fluorophores by non-radiative collisional 
depopulation processes [8, 36, 37]. Considering oxygen 
quenching, the FQY is given by:

 ffl
fl

tot q

=
+
k

k k n�0 0
2

2

, Eq. (2)

where kfl, is the rate of spontaneous emission, �kq
02  the rate 

coefficient of quenching by oxygen with oxygen number 
density n02, and ktot the rate of all other deexcitation mecha-
nisms. All these terms are temperature-dependent. If 
quenching by oxygen is the dominant deexcitation process, 
�k nq

0
0

2

2
 considerably exceeds ktot such that ktot can be neglected 

in the denominator. Substituting this approximated FQY into 
Equation 1, the measured LIF signal S becomes directly 
proportional to the equivalence ratio ϕ, or inversely propor-
tional to the relative air/fuel ratio λ (Note the ambiguity of ϕ 
and λ with their meaning in spectroscopy, for example with 
ϕfl in Equation 1. Both are the symbols traditionally used in 
this context.):

 S
n

n
~ ~ .tr

0

1

2

l f- =  Eq. (3)

This FARLIF approach, originally due to Reboux et al. 
[4], enables measuring λ without knowing the local gas 
composition, even if fresh charge is mixed with residual gas 
from the previous cycles. However, since σabs as well as ϕfl 

depend on ambient conditions like temperature or pressure, 
these variables have either to be measured, too, or appropri-
ately be considered in calibration. E.g., pressure influences are 
minimized by recording measurements and corresponding 
calibration images at the same crank angle, although Scholz 
et al. [38] showed that FARLIF of toluene is almost pressure 
independent for absolute pressures larger than 500 mbar. 
However, temperature is not irrelevant, as discussed later.

In this work, anisole is used as a fluorescent tracer. Its 
photophysical properties at elevated temperatures and pres-
sures are documented in [36, 39, 40]. A recent theoretical and 
experimental comparison with toluene indicated the potential 
of anisole as a brightly fluorescing tracer [41], and first experi-
ments in an endoscopically accessed engine confirmed that 
indeed much higher signal than with toluene was possible 
[2, 35]. Tran et al. [36] showed for anisole excited at 266 nm 
that the fluorescence is inversely proportional to n02 for a 
temperature range of 473 K to 573 K at elevated pressure. To 
verify the validity of Equation 3 for our experimental condi-
tions, we varied λ by successively substituting air with pure 
nitrogen, while keeping the fuel content constant. Image series 
at different crank angles, and thus different temperature-
pressure combinations were acquired. We found that the LIF 
signal linearly depends on λ−1 for the interval 0.2 ≤ λ ≤ 1. 
Values greater than 1 were not covered, because for these 
conditions the oxygen content is high anyway. The maximum 
deviation of λ from linearity occurs at λ = 0.2, where the 
relative oxygen content, and thus �k nq

0
0

2

2
, is smaller compared 

to the rest of the interval. Thus, only in presence of large frac-
tions of residual gas, for example just after the intake valve 
opens, FARLIF may yield inaccurate results, but for most 
conditions Equation 3 is a good approximation here.

Figure 1 shows anisole fluorescence spectra after 266-nm 
excitation for different temperatures at 1 bar absolute pressure. 
Each spectrum is normalized to its maximum intensity. The 
peak of the fluorescence spectrum shifts about 20 nm to longer 
wavelengths from 296 K to 875 K. As with other aromatic 
tracers [41], this red-shift can be exploited by detecting the 
fluorescence in two separate spectral windows (“colors”) and 
then relating the ratio of these two measurements to tempera-
ture. Figure 1 additionally shows the transmission character-
istics of the dichroic beam splitter and the two bandpass filters 
that were used in our work for this purpose. After suitable 
calibration, the temperature information then can be used to 
account for the temperature dependencies discussed above.

Optics and Data Acquisition A schematic drawing of 
the imaging system is shown in Figure 2. The beam from a 
frequency-quadrupled Nd:YAG laser at 266 nm was guided 
through an energy monitor reflecting 8% of the laser light 
onto a detector to measure shot-to-shot fluctuations. The 
relative shot-to-shot energy fluctuations measured by this 
device typically were 6% (one standard deviation). A combina-
tion of cylindrical and spherical lenses then formed a sheet 
that was reflected 90° upwards by the mirror in the Bowditch-
piston assembly. After passing the fused silica piston window, 
the sheet had a thickness of about 1 mm and was placed in 
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the central symmetry plane of the combustion chamber as 
shown in Figure 2b. The average laser shot energy in the obser-
vation area was 27 mJ. Because the piston window is only 
65 mm in diameter, some of the 74.5-mm bore cannot be illu-
minated, as indicated in Figure 2b. Also, the flat-top piston is 
in the field of view after −90°CA.

For some experiments, a reflective-transmissive Ronchi 
grating was placed between the sheet-forming optics and the 
Bowditch-piston mirror, creating a periodic, lateral intensity 
modulation in the light sheet. With Fourier-space post-
processing, this modulation can be utilized to reject fluorescent 

out-of-plane background at the expense of spatial resolution. 
In the current work, this technique, usually termed “structured 
laser illumination planar imaging” (SLIPI) [42, 43, 44, 45], was 
only used for the temperature calibration in the standing 
engine, described below.

Following the two-color strategy for measuring the 
temperature in addition to the FAR, the anisole fluorescence 
is spectrally separated into a “blue” and a “red” part by means 
of a 310 nm dichroic beam splitter (see also LP 310 in Figure 1). 
A 266 nm longpass edge filter in front of each camera lens 
suppresses remnants of laser light. In addition, bandpass filters 
at 280 nm ± 10 nm and 320 nm ± 20 nm further narrow the 
“blue” and “red” spectral range of detection, respectively. Two 
intensified CCD cameras (LaVision intensified relay optics 
(IRO) and Imager E-lite CCD) with UV camera lenses 
(LaVision, f = 85 mm, f/2.8) image the field of view at a 
projected pixel size of 0.07 mm/pixel.

PFI measurement and calibration are performed in two 
consecutive steps: First, the engine is operated in fired PFI 
mode to image mixture formation under realistic engine 
conditions. Second, the engine is motored and supplied with 
a homogenous air/fuel mixture serving as quantitative calibra-
tion as well as a correction for inhomogeneity in illumination 
and detection in the PFI measurements of step one. The cali-
bration images are called “flatfield” images in the following. 
These images are captured in motored operation in order to 
prevent inhomogeneities caused by residual burnt gas from 
previous cycles.

Phase-locked (at a repetition rate of 12.5 Hz) to a partic-
ular crank-angle, images of 20 consecutive cycles for PFI and 
for flatfields are taken, respectively. In order to prevent damage 
to the optical engine caused by high temperatures in fired 
mode, PFI data are recorded in sets of 6 crank angles each, 
with sufficient time in motored operation in between to cool 
down the engine. Flatfield images are recorded during this 
motored operation, also in sets of 6 crank angles each. In total, 
49 crank angles from −360°CA to TDC were recorded. At the 
very end, background images (motored operation without fuel 
injection) over the full crank angle range are recorded.

Image Quantification This section outlines the basic 
concept of image quantification in this work. Details are 
provided in subsequent sections. Figure 3 shows a schematic 
of the LIF data processing.

According to Equation 3, the relative air/fuel-ratio λ is 
inversely proportional to the LIF signal. The measured PFI 
images S are corrected for inhomogeneities in illumination 
and detection by dividing them by flatfield images SFF taken 
at the same crank angle, and then calibrated by the global air/
fuel ratio λglobal that was set during the flatfield acquisition. 
This yields the local λ of the PFI measurements:

 ll =
æ

è
ç

ö

ø
÷

-
S

SFF

global

1

l  Eq. (4)

However, the fluorescence signal depends on tempera-
ture, and the flatfield images were taken in motored operation, 
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 FIGURE 1  Normalized anisole fluorescence spectra after 
266-nm excitation for different temperatures at 1 bar measured 
by Faust et al. [39]. Additionally, the transmittances of the 
filters and beam splitters used here are plotted.
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 FIGURE 2  Arrangement of optics and engine cylinder for 
LIF imaging and IR absorption measurement. (a) Side view of 
the combustion chamber, (b) top view of cylinder and optics.
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where the in-cylinder temperature level before ignition is on 
the order of 100 K lower than in fired operation (see Figure 5b). 
Additionally, there is local temperature inhomogeneity. 
Hence, all images need to be corrected for temperature. This 
is done based on temperature correction functions, which 
have to be  determined first. Finally, λ is computed by 
Equation 4 using one of the temperature-corrected images of 
the two cameras.

In detail, inputs of the processing are the PFI LIF signals 
Sb, Sr and the flatfield images SFF,b, SFF,r, where “b” and “r” label 
the signals in the “blue” and “red” channel, respectively. In a 
first step, all images are binned 10 × 10 pixels corresponding 
to a spatial resolution of 0.7 mm. After this, the images are 
corrected for background and shot-to-shot laser energy fluc-
tuations. Then, a beam-splitter correction is applied to all 
images used for the determination of the local temperature 
T. This temperature information is used to correct the temper-
ature-caused signal differences in flatfields SFF,i and PFI 
measurements Si. After these steps, FARLIF is used to compute 
the temperature-corrected local relative air/fuel ratio λ for 
the PFI measurements.

Temperature Calibration Temperature calibration is 
done in situ in the standing engine similarly to [2]. The spark 
plug is removed and a heated fused silica nozzle is fitted into 
the bore as shown in the inset of Figure 4. For safety, the 
methane flow was replaced by air for this calibration. Hence, 
a mixture of pure air and anisole continuously flows through 
the heated nozzle, enters the combustion chamber and exits 
through an opened exhaust valve. The gas temperature TTC 
was measured by a thermocouple where the mixture exits the 
nozzle in the field of view of the cameras. TTC was varied 
between 300  K and 870  K with 100 images averaged for 
each temperature.

Since in particular these heated-nozzle images were found 
to suffer from out-of-plane fluorescence, the Ronchi grating, 

indicated in Figure 2, was placed in the laser path, and SLIPI 
procedures were used to correct all images for background. 
The dependence of the channel ratio Sb/Sr, averaged over the 
region indicated in the inset of Figure 4, on TTC was measured 
(see diagram in Figure 4). The data were phenomenologically 
parametrized by a three-parameter exponential function, 
allowing pixel-wise computation of the local temperature from 
the signal ratio.

Beam Splitter Correction The angular dependence of 
the dichroic beam splitter affects the relative assignment of 
the fluorescence signal to a specific channel significantly. Even 
in case of uniform temperature and illumination, a variation 
in signal ratio will occur over the whole field of view, since 
every pixel receives light at slightly different angles with 
respect to the beam splitter. In fact, the example raw images 
in Figure 5a show that both the PFI and flatfield images differ 
between red and blue channel, with a systematic horizontal 
shift in intensity. A correction for such beam-splitter effects 
was already implemented in [12]. We extended that procedure 
by considering also the temperature information in the correc-
tion functions, since the temperature influences the magni-
tude of the angular dependence through the red-shift of the 
anisole fluorescence spectrum.

Temperature Correction After beam-splitter correction 
of the color-ratio images, the field-wide temperature is deter-
mined. Using this temperature, PFI and flatfield images are 

Sb, Sr, SFF,b, SFF,r

Beam-splitter correction

T, TFF

λ

T = f(Sb/Sr)

Temperature
correction

FARLIF

 FIGURE 3  Schematic overview of the data processing for 
LIF imaging.
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signal ratio and temperature based on a heated nozzle flow. 
The inset shows the principle of the in-situ calibration with the 
heated nozzle. In addition, for both channels the temperature 
dependence of the LIF signals, determined from motored 
engine operation and normalized to the signal at 605 K, 
is plotted.

©
 L

aV
is

io
n 

G
m

b
H



 Kranz et al. / SAE Int. J. Engines / Volume 11, 2018, WCX18 Best Papers Special Issue  1227

© 2018 LaVision GmbH; Published by SAE International. All Rights Reserved.

corrected to signal values that would be expected if the images 
had been recorded at uniform and equal temperature. In 
Figure  4, the temperature dependence of the LIF signals, 
normalized to the signal at 605 K (arbitrarily chosen) is plotted 
for both channels. The tracer concentration in the mixture 
flowing through the heated nozzle fluctuated, since the tracer 
metering system was inaccurate at the low flow rates used then. 
This did not affect the signal ratio, but the absolute signals 
needed to determine the temperature correction functions. 
Thus, for his latter purpose flatfields from the motored engine 
are used. The absolute signals originate from averaging the flat-
field signal for both channels separately over the area indicated 
in the inset of Figure 4. The temperature is determined based 
on the ratio method applied to the flatfields in that very region.

For the example PFI and flatfield image pairs shown in 
Figure 5a, the resulting temperature images are shown in the 
top row of Figure 5b. Although there is a - presumably real - 
horizontal temperature gradient across the field of view, this 
is much less than what would have been expected from the 
blue/red image pairs in Figure 5a, meaning that much of that 
visually obvious difference was due to the beam splitter. 
Figure  5b also shows that the average temperature in the 
motored flatfield is significantly lower than with continuously 
fired PFI. The temperature correction accounts for both the 
spatial temperature variation within the flatfield and the overall 
underestimation with respect to fired conditions.

After temperature correction, the corresponding λ images 
can be determined based on either of the two channels. While 
the variation in signal ratio caused by the beam splitter 
impacts the temperature determination, and thus has to 
be corrected in this case, in the FARLIF-quantification of λ 
according to Equation 4, this influence is already eliminated 
by the flatfield correction.

Single-Shot Precision In all flatfields, λ is spatially 
homogeneous and stoichiometric. Hence, the scatter of λ 
around unity in the temperature corrected flatfields reflects 
the precision of the measurements at λ = 1. The standard 
deviation of one binned pixel (an area of 0.7 × 0.7 mm2) over 
20 consecutive single shots was σ(λ) = 0.05.

IR Absorption Sensor
The IR absorption-based sensor and initial validation in a 
near-production engine are described in detail in [27, 28]. 
Briefly, the measurement system is a modification of the 
internal combustion optical sensor (ICOS) from LaVision 
GmbH. It consists of a broadband light source (150 W quartz-
tungsten-halogen lamp), a modified spark-plug probe, and a 
detection unit. The modified spark plug is equipped with a 
small metal cage with a 0.96 cm long absorption path next to 
the spark electrodes. The light of the lamp is modulated with 
a frequency of 30 kHz, allowing correction of the signal for 
background radiation. The detection unit is a cascade of 
several bandpass filters in front of infrared detectors for the 
detection of multiple molecular species. Here, three filters are 
used for the quantification of the fuel concentration, which 
are shown in Figure 6 along with spectra of the methane ν3 
absorption band for 300 K and 700 K. Two of the filters, 
located around 2920 cm−1 (3420 nm filter) and 2870 cm−1 
(3485  nm filter), allow detection of methane density and 
temperature inside the measurement volume based on the 
absorption of the ν3 band. Another filter, located around 
3090 cm−1 (3240 nm, reference filter), serves as an offline-
reference for signal correction but is also influenced by absorp-
tion of methane. This influence is taken into account in the 
data analysis process. We note that it is difficult to eliminate 
the fuel absorption in the reference channel, since a spectral 
shift towards higher frequencies would lead to increasing 
overlap with water absorption bands centered around 
3700 cm−1. ZrF4 fibers guide the light from the lamp to the 
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 FIGURE 5  Demonstration of the temperature correction for 
a single shot at −160°CA. (a) Shows the uncorrected flatfield 
and PFI images for the blue and the red channel. (b) Shows the 
calculated temperature as well as the temperature-corrected 
image in the blue channel and the deduced (temperature 
corrected) air/fuel-ratio.
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 FIGURE 6  Methane transmission spectra for 300 K and 
700 K at 10 bar, 2% CH4 mole fraction, and 0.96 cm long 
absorption path calculated using the HITRAN database and 
transmittance curves for the three filters in the IR absorption 
sensor. Parts of the 3420 nm band (dashed green) are 
influenced by the 3485 nm filter, resulting in an effective filter 
transmittance that is shown in solid green.
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probe and back to the detection system, whereas sapphire 
fibers are used inside the probe. The latter limit the detection 
to frequencies >2600 cm−1. The measured light intensity with 
its sampling rate of 30 kHz is mapped onto the engine’s crank 
angle trigger by the detection unit.

Figure 7 shows a schematic overview of the data analysis 
process. First, we calculate transmittance values from the 
measured voltage output of the detectors using parts of the 
cycle in which methane is not present as described in ref. [28]. 
We use a correlation algorithm to determine methane density 
and temperature from the two filter signals using a look-up 
table and the measured pressure provided by the engine 

instrumentation [27, 28]. The look-up table links pressure, 
temperature, density, and transmittance through Beer-
Lambert’s Law and is calculated from the HITRAN database 
[46]. We use these first estimates for density and temperature 
to determine the amount of fuel absorption in the reference 
filter. This procedure leads to a correction signal that is not 
related to any absorption but caused by opto-mechanical influ-
ences on the sensor probe during the engine cycle (e.g. beam 
steering). The correction signal is applied to the measured 
transmittances of the 3420 nm and 3485 nm filter. The signal 
correction is repeated several times until convergence (typi-
cally after 3 to 5 iterations) to final values for the transmit-
tances occurs. These final transmittances result in final values 
for methane density and temperature via the look-up table 
discussed above, and we use the temperature to calculate the 
total gas density via the ideal gas law. Finally, λ is calculated 
from the methane density ρCH4 and the total gas density ρtot 
with a stoichiometric factor of 9.52 as

 l
r r

r
=

-

×
tot CH

CH

4

4
9 52.

 Eq. (5)

Note that we do not measure the residual gas concentra-
tion, which was considered to be fairly low at the engines 
operating point we employ here. Thus, we neglect the residual 
gas concentration, assuming that the total gas density is equal 
to the density of air. This causes the calculated λ to be an 
upper limit.

CFD Simulation
The commercial CFD software VECTIS version 2017.1 was 
used to perform engine simulations close to the experimental 
conditions. The Reynolds-averaged Navier-Stokes (RANS) 
approach with the two-equation k-ε turbulence model in a 
finite volume discretization scheme was applied. This is a state-
of-the-art method for engine development in an OEM environ-
ment. Details on the numerical approach can be found in [47].

Figure 8 schematically shows the overall workflow to 
create a suitable CFD model. The spatial discretization of the 
computational domain and in particular the inlet and outlet 
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 FIGURE 7  Schematic overview of the data analysis for the 
IR absorption sensor measurements.
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 FIGURE 8  Workflow of the CFD model development.
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(I/O) boundary conditions were chosen based on extensive 
previous characterization of the flow through the engine and 
the injector. A complete description of these auxiliary 
measurements is beyond the scope of this article, but a brief 
summary is given below.

Simulation Domain Figure 9 shows the geometry of the 
computational domain with intake pipe, port fuel-injector 
seat, intake ports, combustion chamber, and exhaust ports. 
To preserve the geometric compression ratio of the optical 
engine and provide a boundary for modeling blow-by, a 
volume corresponding to the piston top-land is connected to 
the stationary boundary of the cylinder head gasket. Four 
engine cycles were simulated to evolve quasi-steady operating 
conditions. Results are taken from the fourth cycle.

For spatial discretization, a base mesh size of 2.5 mm was 
chosen. The combustion chamber was represented with 
1.25 mm numerical mesh discretization, with a resolution of 
0.75 mm at the spark plug and 0.375 mm near intake valve 
seat. Near the injector nozzle the mesh resolution is finer than 
0.2 mm. Preliminary studies including Schlieren imaging in 
a pressure chamber had been carried out to determine the 
requirements for the geometric discretization of the PFI nozzle 
area. Overall, the CFD domain contains less than 106 cells at 
bottom-dead-center. A time step of 0.01°CA was used, with 
0.005°CA during fuel injection in order to comply with the 
Courant condition. Parallelization into 32 partitions allowed 
computing four cycles in ten days wall time.

Boundary Conditions and Combustion Model The 
conditions at the I/O boundaries, indicated in orange color 
in Figure 9, were set based on a one-dimensional (1D) gas-
exchange model of the engine representing the complete flow 
system in the test cell. This 1D model was “calibrated” to yield 
the measured crank-angle resolved pressure traces in the 
cylinder, intake, and exhaust. At the intake and exhaust I/O 
boundaries of the 3D CFD, pressure and temperature from 

the 1D model were then prescribed as a function of crank 
angle. Since the optical engine had been found to have consid-
erable blow-by through the piston rings, an additional I/O 
boundary was defined at the stationary representation of the 
piston top-land volume. Its mass flow rate as a function of 
crank angle was also determined from the 1D gas-exchange 
model. The gaseous fuel injection was also prescribed as mass 
flow rate vs. crank angle. A dedicated 1D flow model of the 
injector was used to calculate the time-resolved mass flow rate 
during injection for the relevant pressure ratio. Parameters 
in this 1D model were set based on pneumatic measurements 
in a pressure vessel.

The constant-temperature wall boundary conditions were 
obtained from the 1D gas-exchange model. For this purpose, 
the CFD domain was structured into regions with similar wall 
temperatures, e.g. intake pipe, intake ports, intake valves, 
cylinder head, cylinder wall, piston, exhaust valves, and exhaust 
ports. Wall temperatures of geometric details that are not 
resolved by the 1D gas-exchange model, such as spark plug and 
IR absorption sensor, were derived from adjacent boundaries. 
In particular, the temperature of the sensor was set to 450 K.

For the combustion modeling the G-equation model is 
used, which enables locating the position of the flame front 
[48]. A reduced power law equation is utilized for the flame 
propagation with a formulation by Metghalchi and Keck [49] 
for laminar flame speed. Details on the combustion modelling 
in VECTIS can be found in [50]. In the current work focusing 
on pre-combustion mixture formation, the accuracy of the 
combustion model is of lesser importance, but combustion as 
a whole is important because it strongly influences wall 
heat transfer.

Results and Discussion
Tracer-LIF Imaging
Figure 10 shows examples of single-shot and ensemble-aver-
aged images of λ and temperature during gas exchange 
(−300°CA), early compression (−140°CA), and close to ignition 
(−40°CA). At −300°CA fuel-rich mixture enters the combus-
tion chamber from the intake valves. In the single shot, small-
scale structures due to turbulent mixing can clearly been seen. 
The boundary of the fresh charge gas appears sharper here 
than it really is because for clarity the color palette is clipped 
at λ = 3. However, beyond λ = 5 the background signal domi-
nates over the anisole LIF signal such that this value represents 
the upper detection limit at this crank angle.

The corresponding temperature images suffer from more 
noise, originating from the division of two noisy images, the 
limited sensitivity of the channel ratio to temperature, and 
pixel-level inaccuracies in the mapping of the two images. 
However, at −300°CA temperature structures are still measur-
able, though with reduced resolution compared to λ. The 
inhomogeneity in temperature is consistent with that in λ, 
the incoming fresh charge being much colder than the 
surrounding gas.

 FIGURE 9  Geometry of computational domain with inlet 
and outlet boundaries (I/O) marked in orange color. The inset 
on the bottom-left shows the central cut plane that will 
be used to visualize the results.
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At −140°CA, in the single shots fine-scale structures from 
turbulent mixing are still visible in λ, but not in temperature 
anymore. Since the overall temperature level is still similar to 
that at −300°CA, noise at a given λ is also similar. However, 
mixing has increased λ in the fuel-rich zone and thus decreased 
the LIF signal there as well as the contrast to the surrounding 
leaner gas. Both in λ and in temperature, horizontal stratifica-
tion of the mixture is discernable, from rich and hotter on the 
left side to lean and cooler on the right. At first, it might 
be surprising that the presumably rich fresh charge is associ-
ated with higher temperatures, but as we will see later, due to 
the closed-valve PFI timing, the fresh charge is only rich for 
the earlier part of the intake stroke, followed by nearly pure 
air. The earlier, rich part of the charge encounters the hot 
residual gas, partially mixes with it, and becomes warmer 
than the lean remainder of the charge. Simultaneously, 
convection in tumble motion yields the spatial distributions 
that we measure. However, this level of detail would have been 
difficult to conclude from the LIF imaging alone, since the 
contrast in the temperature images is simply too low. Instead, 
it was from consulting also the CFD simulation, for example 
as shown in Figure 12, that we reconciled what first appeared 
to be measurement inaccuracy.

At −40°CA, when temperatures are high, the LIF signal 
in the blue channel is much lower than in the early compres-
sion as shown in Figure 4, lowering the signal-to-noise ratio 
(SNR) in temperature and λ. The grainy small-scale structures 
visible in the single shots are due to noise, but the average λ 
field still shows large-scale inhomogeneity. λ ranges from 
values of about 1.2 at the very left end of the field of view to 
values slightly lower than 1.0 in most parts of the remaining 
area. Inhomogeneity in temperature is hard to distinguish 
from noise even in the 20-shot ensemble average. Overall, at 

crank angles late in the compression, it may be advantageous 
to reduce resolution further in favor of noise reduction, since 
at least in λ small-scale structures are not expected anyway.

IR Absorption Sensor
In contrast to LIF imaging, the IR absorption probe only 
allows for an integral measurement in a small detection 
volume, but at a high repetition rate. Figure 11 shows the 
measured transmittance data and the calculated density, the 
relative air/fuel ratio λ, and temperature, as well as the global 
value λglobal = 1.0 set for the measurements. Panel (a) of 
Figure 11 shows the transmittance values for the three different 
detection channels defined by the corresponding filter trans-
mission characteristics (see Figure 6). The other panels show 
the results using these transmittance values and the 2-filter-
correlation described in Figure 7 and [28] (black). In addition, 
the panels show results using (1) an estimated temperature 
based on a polytropic compression (dark green) and (2) 
assuming a constant temperature (red). The polytropic 
temperature T is calculated from the measured pressure p 
with a starting temperature T0 equal to the engine coolant 
temperature (315 K) and a starting pressure p0 matched to the 
averaged measured values between -300°CA and −260°CA as:

 T T
p

p

n

n

= ×
æ

è
ç

ö

ø
÷

-

0

0

1

, Eq. (6)

The polytropic coefficient of n = 1.32 we employ here is 
based on long-term experience with CNG-fueled production 
engines and this optical engine at Volkswagen.
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 FIGURE 10  Single cycle and ensemble-average over 20 cycles of temperature-corrected air/fuel ratio and temperature 
distributions from LIF imaging for three selected crank angles. The boundary of the combustion chamber and intake valve is 
also shown.
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Looking at the results of the 2-filter correlation, λ (panel c) 
at the beginning of the cycle is above 4 (less than 2.6% 
methane), which is close to the detection limit of the system. 
After the intake valve opens at −334°CA, λ decreases, reaching 
λ ≈ 0.35 at −280°CA, increases again to λ > 4, before it finally 
decreases. During the compression stroke from −180°CA to 
0°CA, λ exhibits small oscillations and approaches the globally 
set value before ignition. Just before ignition at −10°CA, λ 
increases slightly to λ ≈ 1.07. Overall, this is the typical 
behavior of an IC engine with closed-valve PFI. The injection 
ends with the opening of the intake valve, causing a methane 
“plug” upstream of the valves. Upon intake valve opening, 
this fuel enters the combustion chamber, passing the spark 
plug. The fuel is followed by almost pure air from the intake 
pipe, causing the sudden rise of λ. After intake valve closing, 
the tumble motion and turbulent mixing homogenize the 
mixture, until finally at the end of compression, λ at the spark 
plug is close to the globally set value.

Panel (d) of Figure 11 shows the measured temperature 
inside the measurement volume of the spark-plug probe. At 
the beginning of the cycle, the temperature is very high due 

to residual burnt gas from the previous cycle. After opening 
of the intake valve, the temperature decreases to about 425 K 
at −300°CA due to mixing of residual gas with fresh charge. 
This is much higher than the temperature of fresh charge  
(300 K) and the engine itself (315 K). This difference in temper-
ature is likely caused by the metal cage of the spark plug probe 
that heats up during continuous firing and stays hot. The 
temperature rises again, cannot be  determined around 
-220°CA due to the very low methane density, and reaches a 
plateau after the beginning of the compression stroke.

This behavior is very different from the expectation from 
polytropic compression, shown as green lines in Figure 11b-d. 
Comparing measured and polytropic temperature, the 
measured temperature is always higher. The measured temper-
ature represents a local value of the gas inside the metal cage 
of the spark plug, whereas the polytropic temperature can 
be understood as a mean value over the whole cylinder based 
on the pressure. The deviations can be assigned to the effects 
of heat transfer between the metal cage and the gas flowing 
through. Therefore, it is interesting to investigate how an inac-
curate temperature model influences the determination of the 
primary measure, i.e., λ.

For this reason, we also analyzed the experimental data 
either assuming a constant temperature (black curves in 
Figure 11) or the temperature predicted by a polytropic model 
(dark green curves in Figure 11). Note that using either of the 
three temperatures, the resulting density differs only slightly 
before about −60°CA. Starting from this crank angle, the 
increase in density is less for a constant temperature than for 
a polytropic temperature or the measured temperature from 
the 2-filter-correlation. This is likely due to the increasing 
difference in temperature starting from about −120°CA, which 
is shown in Figure 11d. The clearly incorrect assumption of 
constant temperature ultimately leads to λ ≈ 3 at ignition, 
which is unrealistically high. Although it is not surprising that 
the incorrect model of a constant temperature fails, it is still 
worth noting since in previous applications [51] for FAR deter-
mination in gasoline engines the effect of temperature on the 
photophysics of the fuel was neglected. The gross simplification 
works in that case because for liquid fuels, which consist of 
larger hydrocarbons, FAR quantification is possible by simple 
in-situ calibration of the measured signal as a function of the 
global FAR [51]. The reason is that the temperature and 
pressure dependencies of the 3.4-μm absorption band are weak 
and, integrated across the whole band, their effects on the 
measured FAR cancels. In case of methane, the ν3 band probed 
here consists of distinct absorption lines. Therefore, an exact 
description of the molecule’s spectroscopy is required for quan-
tification, which also involves knowledge of temperature.

In contrast to the phenomenon described above, the 
methane densities (Figure 11b) resulting from the 2-filter-
correlation and the temperature from the polytropic model 
remain similar until ignition. However, the behavior of λ 
(panel c) differs significantly during compression from about 
−200°CA to −30°CA. With rising temperature during 
compression, the differences in temperature and λ decrease, 
as the polytropic temperature approaches the measured one. 
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 FIGURE 11  Transmittance values and results of the IR 
absorption sensor measurements for injection of methane 
using the 2-filter-correlation, a polytropic temperature 
estimate, and a constant temperature. Each measurement is 
averaged over 100 cycles and repeated three times. The 
dashed black line in the λ panel shows the globally set value.
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Nevertheless, if the polytropic temperature were used instead 
of the measured one, the evolution of λ would be determined 
qualitatively incorrectly. With the former, λ monotonically 
decreases in the probe volume, while with the latter, it is seen 
to actually reach a minimum at −110°CA and then increase 
towards TDC. Note that the calculated methane densities 
(Figure 11b) resulting from 2-filter-correlation and the poly-
tropic temperature model overlay almost perfectly (max. error 
is about 13% (−300°CA to −250°CA) and about 6% at ignition). 
In conclusion, the impact of temperature in the calculation 
of λ is largely through determination of the total gas density 
(from pressure and temperature).

The 2-filter-correlation method measures the temperature 
inside the local measurement volume, which is clearly affected 
by heat transfer from the mirror and the metal cage. Measuring 
the temperature, as opposed to estimating it from a pressure-
based model, was seen to be necessary for the correct calcula-
tion of λ, as the measurement of the gas composition (methane 
density and total gas density) takes place at exactly this 
location. However, the probe is not suitable for measuring the 
average temperature in the combustion chamber. An alterna-
tive setup for the IR sensor is to work with line-of-sight probes 
located at two opposing position in the cylinder wall, 
measuring across the cylinder. With this arrangement, no 
parts protrude into the combustion chamber, thus avoiding 
heat transfer with the gas.

For further confirmation of the observed thermal interac-
tion of the spark-plug probe with the surrounding gas, 
we extracted center-plane temperature fields from the CFD 

simulations and LIF imaging, shown in Figure 12. Even if the 
LIF temperature images suffers from noise and the tempera-
ture appears to be overestimated, CFD and LIF agree quali-
tatively. They both show that temperature around the spark 
plug differs significantly from the temperature in the rest of 
the cylinder. Downstream of the spark plug it is higher during 
early compression, and in the vicinity of the spark plug it is 
lower close to ignition (in fact the CFD shows higher tempera-
tures at −20°CA than the polytropic compression model). This 
is the same behavior as measured with the IR absorption 
sensor (see Figure 11). Thus, a physically consistent picture 
emerges: The sensor cage heats up during combustion and 
expansion. While the intake valve is open, the cage is still hot, 
but because of the fast flow through it, the temperature of 
most of the gas volume in the cage is nevertheless close to the 
temperature of the incoming charge. When the charge motion 
slows down after intake valve closure, the still hot cage heats 
up the gas in it. The temperature of the gas in the probe volume 
is now significantly higher than that of the bulk gas. Finally, 
during late compression, this difference reverses as the bulk 
gas is compressed to temperatures above the cage temperature.

Inter-Experiment Comparison
IR absorption measurements and LIF imaging were performed 
simultaneously. While the former determines the average λ 
over a short line in the optics cage next to the spark plug, the 
latter yields λ at almost any point in the field of view, but 
unfortunately not in the sensor cage. Therefore, the evolution 
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 FIGURE 12  Crank angle evolution of temperature during compression from CFD simulations and ensemble-averaged from 
LIF measurements.

©
 L

aV
is

io
n 

G
m

b
H



 Kranz et al. / SAE Int. J. Engines / Volume 11, 2018, WCX18 Best Papers Special Issue  1233

© 2018 LaVision GmbH; Published by SAE International. All Rights Reserved.

of λ determined by LIF imaging was examined in four different 
regions of interest (ROIs) located around the spark plug sensor 
and was compared to the results of the IR absorption measure-
ment. The location of the ROIs and the resulting crank-angle 
series of λ are shown in Figure 13. ROIs 1, 2 and 3 are located 
close to the sensor to reflect the IR results, while ROI 4 was 
placed further away to check if background in the LIF images 
in the immediate vicinity of the reflective spark-plug sensor 
influenced the measurements. At 2.1 × 2.1 mm2 each, the ROIs 
were chosen to fit approximately the projected area of the 
probe volume of the IR sensor.

As discussed above, closed-valve PFI causes charge strati-
fication: First, very lean mixture enters the combustion 
chamber for a short time after the intake valves open at 
−334°CA, followed by fuel-rich fresh charge, ending again 
with a lean mixture just before the intake valve closes, with 
homogenization during compression. In the early, lean phase 
and while the fuel-rich “plug” from PFI passes through the 
probe volumes, only small differences between all four ROIs 
and the IR absorption can be seen, but at about −250°CA, ROI 
2 starts to significantly lag the other locations and the IR 
absorption measurement. The lag with respect to the other 
ROIs persists until mid-compression. It is consistent with the 
expected flow in the upper center of the combustion chamber, 
where valve and tumble flows are expected to produce convec-
tion from left (ROI 3) to right (ROI 2) in both intake and 
compression stroke.

ROI 3, upstream of the sensor cage, best matches the IR 
absorption measurement during the rapid leaning around 
−240°CA, with ROIs 2 and 4 having lower peaks than 1 and 3. 
In the case of ROI 2, this may be due to additional mixing in 
the wake of the sensor and spark electrode. The ratio of the 

20-cycle standard deviation and the mean value in ROI 1 at 
−220°CA is 0.35. After intake-valve closes (−184°CA) and the 
in-cylinder flow presumably becomes much slower, ROI 4 
yields very similar λ as ROIs 1 and 3, indicating that also in the 
immediate vicinity of the sensor the LIF imaging is not signifi-
cantly affected by background. After −140°CA, λ from IR 
absorption is in between the values extracted from the different 
ROIs. At −40°CA the ratio of the 20-cycle standard deviation 
and the mean value in ROI 1 is 0.11. Therefore, cyclic variability 
in the late compression stroke is lower than at −220°CA, but 
still significant against the single-shot precision of the LIF 
measurements. Based on these results, we decided to average 
λ over ROI 1 to 3 and to use this mean value for the further 
comparisons. ROI 4, being farther away from the region of IR 
absorption measurements, was neglected. If CFD simulations 
are presented spatially averaged, also ROIs 1 to 3 are used.

Based on this spatial averaging around the spark plug 
sensor, Figure 14 compares the evolution of λ and temperature 
from LIF imaging and CFD simulation with that from the IR 
absorption sensor. The experimental results are ensemble-
averaged. In addition, Figure 15 shows a field-wide comparison 
of λ from ensemble-averaged LIF imaging and from the CFD 
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 FIGURE 13  Evolution of the relative air/fuel ratio λ from LIF 
imaging extracted from four different 2.1 × 2.1 mm2 regions of 
interest (ROIs) surrounding the IR absorption sensor (red), 
compared to the results from the IR absorption measurement 
(all ensemble-averaged data). The locations of the ROIs and 
the color-coding of the corresponding traces are indicated in 
the inset.
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 FIGURE 14  Comparison of λ and temperature from LIF 
imaging, IR absorption, and CFD simulation. LIF and CFD data 
were extracted from three ROIs around the spark plug sensor 
and then averaged. LIF data are taken from averages of 20 
consecutive cycles, IR absorption from averages over three 
runs with 100 cycles each.
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 FIGURE 15  Comparison of the λ-images as crank-angle evolution from LIF imaging and CFD simulation. LIF images at each 
crank angle are ensemble averages of 20 consecutive cycles. Also, single shot LIF λ-images of 6 consecutive cycles at −180°CA 
are shown.
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simulation for selected crank angles. Also, six single LIF shots 
from consecutive cycles at −180°CA are shown to illustrate the 
cycle-to-cycle fluctuations. For orientation, the contour of the 
combustion chamber is indicated in the LIF-based images, and 
the LIF field of view in the CFD results. In LIF imaging, one 
of the open intake valves obscures parts of the field of view, 
while from the CFD information is available for the 
corresponding region.

Overall, in λ the two experiments and the simulation agree 
well. In particular, the spatio-temporal evolution from LIF 
imaging and the CFD simulation largely coincide. Both clearly 
show that in-cylinder mixture formation consists of clockwise 
tumble convection with gradual mixing. Figure 14 shows that 
the 3-region-average λ from the LIF data agrees well with the 
IR absorption measurement. In temperature, there are greater 
differences with significant disagreement at all crank angles.

At gas exchange TDC (−360°CA), λ is ill-defined, since 
apart from crevice outgassing only the products of stoichio-
metric combustion are present. From −330°CA to −240°CA, 
all methods yield qualitatively consistent λ showing the lean-
rich-lean sequence during intake that already had been 
discussed with Figure 13. However, while LIF imaging and IR 
absorption agree in the timing of the fresh gas arriving at the 
probe volume, this event occurs about 15°CA later in the CFD. 
Figure 15 also shows this lag, but additionally it can be seen 
that the fresh charge penetrates into the cylinder faster in the 
CFD simulation, such that by −290°CA the CFD is not lagging 
anymore. The initial offset may be due to inaccuracies in the 
CFD’s domain geometry or the simulation itself in the intake 
pipe. In particular, there are some areas of flow detachment 
in the intake pipe that may not be captured accurately by this 
RANS-type simulation. The distance between injector and 
port is relatively long. Therefore, small differences in the calcu-
lated flow here can lead to the observed differences in the 
arrival time of the fuel at the valve. (15°CA offset correspond 
to 7.5 mm distance at the mean pipe flow velocity.)

Figure 14 shows that between −240°CA and −150°CA, 
roughly corresponding to the lean phase of the intake flow, 
IR absorption and LIF imaging yield qualitatively similar 
results, with differences in maximum λ. Due to the very lean 
mixture, both experimental methods suffer from signals close 
to background at these crank angles, reducing the accuracy 
in λ, in addition to the differences caused by the locations of 
the sensor and the ROIs. CFD simulation, not affected by 
detection limits, predicts significantly larger λ, with the 
maximum (λ = 9.5 at −190°CA) shifted by about +30°CA with 
respect to the experimental techniques. The “falling edge” of 
the lean phase (high λ to low λ) is much steeper in the CFD 
than it is in LIF imaging and IR absorption. This difference 
in temporal gradient (Figure 14) is consistent with the fact 
that the CFD simulation yields higher spatial gradients 
(Figure 15). The single-shot λ fields at the bottom of Figure 15 
demonstrate that on an instantaneous basis, the gradients 
are in fact pronounced, but the CFD cannot capture the large-
scale cyclic variability that smoothes out the ensemble mean, 
an effect that is well-known for RANS-type engine simula-
tions [18, 29, 33].

During compression, beyond −150°CA, Figure 14 shows 
λ given by all three techniques to be quite similar. Again, 
consistent with steeper spatial gradients, the slight lean-then-
rich modulation during mid and late compression is stronger 
in the CFD. At ignition, the CFD simulation yields λCFD = 0.97, 
close to λglobal = 1, while IR absorption and LIF imaging yield 
λIR = 1.08 and λLIF = 0.86, respectively. The actual value is 
unknown, but this is some indication that LIF may underes-
timate and IR absorption overestimate λ. A possible explana-
tion for the latter is that residual gas was neglected in the data 
evaluation of the IR absorption measurement. The residual 
gas concentration was estimated by the gas-exchange model 
(see section “CFD simulation”) to be 11%, reducing the amount 
of fresh air by a factor of 0.89. This can be applied to the IR 
absorption results by multiplication with the total gas density 
when calculating λ, resulting in λIR,corr = 0.95 and thus close 
to the value from CFD. LIF imaging is, in first approximation, 
not influenced by residual gas since it directly measures the 
tracer/oxygen (i.e., fuel/air) ratio. However, in the LIF data 
evaluation, inaccuracies in the simultaneously measured 
temperature may propagate into λ.

In Figure 15 at TDC, the burnt area can be identified in 
LIF imaging by its local lack of signal. The direction of flame 
propagation is consistent with that predicted by the CFD 
simulation. Figure 15 shows the ensemble-averaged image, 
but because of the strong contrast between burnt and unburnt 
area, the burnt area is also clearly delineated in single shots.

In terms of temperature, Figure 14 shows that after 
−330°CA, there is a nearly constant offset of about 50  K 
between LIF imaging and CFD simulation, increasing close 
to ignition. Since it is such a systematic deviation, it might 
originate from errors in the temperature calibration of the 
two-color LIF imaging. The heated-nozzle method described 
in section “Tracer-LIF imaging” for example does not take 
into account spectral changes with increasing pressure. 
However, underestimated wall temperatures in the boundary 
conditions of the CFD simulation might also contribute to 
the discrepancy. As discussed with Figure 11, the temperature 
from IR absorption exhibits a completely different evolution, 
because it is significantly influenced by heat exchange with 
the metal cage. Since temperature strongly influences the 
accuracy of the IR absorption method, the good agreement 
for λ between all methods is evidence that the temperature 
determined within the IR absorption path is reliable.

Conclusions
We presented a comparison of two new optical techniques 
and a CFD simulation for analysis of mixture formation in 
CNG engines. Snapshot images of λ were computed from 
laser-induced fluorescence (LIF) imaging of anisole as a tracer 
added to the methane fuel. Simultaneously, λ was also derived 
from broadband infrared (IR) absorption over a short path in 
a spark-plug integrated sensor. The CFD simulation was 
performed with the RANS-approach and a commercial code, 
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including the protruding IR sensor in the domain with locally 
refined mesh resolution. All three methods are capable of 
determining λ, but they give complementary results. In the 
current implementation, LIF provides spatially resolved two-
dimensional data on the mixture formation once per cycle. 
IR absorption is restricted to a point-like measurement, but 
at a high repetition rate delivering continuous crank-angle 
resolved measurements over consecutive cycles. The CFD 
simulation involves simplifying models of turbulence and 
mixing, but delivers three-dimensional results in all relevant 
scalars and velocity. In practical use, application of the IR 
absorption sensor in production engines is straightforward, 
whereas LIF is much more resource-intensive. The effort for 
CFD is in between, depending partly on what auxiliary models 
are already available to estimate the boundary conditions.

For both LIF imaging and IR absorption measurement, 
the temperature in the probe volume is a crucial auxiliary 
variable needed to determine λ. In both techniques, essentially 
the same approach was used, namely, exploiting a change of 
spectral features with temperature. This added experimental 
complexity but significantly improves accuracy. As a result, 
overall the two experiments and the simulation agree well in 
the measured or calculated λ. Visually, the spatio-temporal 
evolution from LIF imaging and the CFD simulation coincide 
very well. Both clearly show that in-cylinder mixture forma-
tion consists of clockwise tumble convection with gradual 
mixing. The CFD shows sharper spatial gradients, which is 
due to the RANS-approach. Sampled from around the spark-
plug sensor in LIF images and CFD simulation, the crank-
angle evolution of λ agrees well with the IR absorption 
measurement. The CFD simulation also agrees, except for an 
offset in the time at which the fuel-rich portion of the fresh 
gas enters. However, in temperature there is significant 
disagreement between the three methods at all crank angles. 
In particular, IR absorption yields a temperature evolution 
that is qualitatively different from LIF and CFD. With the 
additional spatial information available from the (LIF cross-
checked) simulation, we conclusively showed that this temper-
ature evolution is due to heat transfer of the spark-plug sensor’s 
metal cage with the cylinder charge. It is “a feature, not a bug” 
and can be accounted for in data evaluation. Temperature 
from LIF imaging, however, is systematically about 50 K 
higher than that from the CFD simulation, which we could 
not attribute to any particular experimental issue.

The operating point investigated here is at low load. For 
the LIF imaging technique, to first order, higher load at the 
same equivalence ratio is inconsequential. The resulting 
higher wall and thus charge temperatures would be taken into 
account by the temperature correction, but signal and 
measurement precision would decrease somewhat. IR absorp-
tion becomes stronger with higher number density, but higher 
loads are limited by the heat resistance of the metal cage. In 
this case, a line-of-sight arrangement with optical access 
across the cylinder can be implemented, which is not limited 
in engine load as no parts protrude into the combustion chamber.

Further improvements of the IR absorption technique will 
include the investigation of other bandpass filter combinations, 

and increasing the SNR. The use of two narrowband filters may 
lead to a more accurate determination of temperature. 
Including the measurement of residual-gas concentration 
through crank-angle resolved detection of CO2 and H2O inside 
the measurement volume will also increase the accuracy of the 
derived λ.

In LIF imaging with a gaseous fuel, the main obstacle to 
better single-shot precision is the low tracer concentration. 
To increase the concentration, all elements of the fuel supply 
system would need to be heated, but with anisole already a 
modest temperature increase would greatly elevate the satura-
tion vapor pressure. Precision could also be  increased by 
choosing a different way of dealing with the temperature 
difference between motored calibration (flatfield) and fired 
measurements. For example, only the image-wide mean differ-
ence could be  corrected for, since the spatially resolved 
temperature field is noisy. When there are no severe spatial 
temperature gradients, this trade-off of decreased accuracy 
for increased precision might be acceptable. Finally, although 
the absolute accuracy of the CFD simulation is not known, 
the systematic deviation of the LIF-based temperature from 
the CFD results may imply inaccuracies. A more accurate 
temperature would also make the LIF-deduced λ more accurate.
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